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Part 1:
The technology - the G



GPT-2 (2019) - What was that?

OpenAI blog: Better Language Models and Their Implications

https://blog.openai.com/better-language-models/


AGI coming?

OpenAI blog: Better Language Models and Their Implications

https://openai.com/research/better-language-models


LLMs are comprehension and reasoning machines - not oracles

• Can large language models reason about medical questions?
• Well enough to pass medical and law bench exams - but they are not oracles!

https://arxiv.org/abs/2207.08143


Creating images from text prompts - DALL-E (2021)

DALL-E: Creating Images from Text

https://openai.com/blog/dall-e/


DALL-E 2 (2022) - R2D2 made from bamboo sticks

https://twitter.com/Dalle2Pics/status/1518795670181793793


DALL-E 2 (2022) - An ancient Egyptian painting depicting an
argument over whose turn it is to take out the trash

• More amazing images - search twitter.com with #dalle

https://twitter.com/Dalle2Pics/status/1518325290430259200z
https://twitter.com/Dalle2Pics/status/1518325290430259200z
https://twitter.com/search?q=%23dalle&src=typed_query


DALL-E 3 (2023)

• Prompt: A middle-aged woman of Asian descent, her dark hair streaked with silver, appears
fractured and splintered, intricately embedded within a sea of broken porcelain. The porcelain
glistens with splatter paint patterns in a harmonious blend of glossy and matte blues, greens,
oranges, and reds, capturing her dance in a surreal juxtaposition of movement and stillness.
Her skin tone, a light hue like the porcelain, adds an almost mystical quality to her form.

https://openai.com/dall-e-3


Part 2:
The technology - the T and the P



Feed forward neural networks
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Neural networks explained
playground.tensorflow.org← try it yourself

https://medium.com/swlh/fundamentals-of-neural-network-in-machine-learning-44fd9b04b825
http://playground.tensorflow.org/


The Transformer
• Next token prediction yt from y1, . . . , yt−1 and x:

p(yt|y1, . . . , yt−1, x)

• GPT uses a decoder-only model for p(yt|y1, . . . , yt−1)

• All mentioned model use Transformers

https://huggingface.co/blog/encoder-decoder
https://arxiv.org/abs/1706.03762
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GPT-3 and instructGPT - Pre-traning and alignment
• Large language model (LLMs) training set: common crawl+wikipedia+. . .

• Result: A model capable of any opinion - alignment needed:

https://openai.com/blog/instruction-following/
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GPT-3 and instructGPT - Pre-traning and alignment
• Large language model (LLMs) training set: common crawl+wikipedia+. . .
• Result: A model capable of any opinion - alignment needed:

https://openai.com/blog/instruction-following/


GPT aligned - lex.dk/GPT

https://denstoredanske.lex.dk/GPT


GPT aligned - how it is done



Part 3:
The (potential) implications



Before the singulairity - the misery!

Tristan Harris, The Social Dilemma (Netflix)



Knowledge workers - mid-level professional writing tasks

Noy and Zhang, Experimental Evidence on the Productivity Effects of Generative Artificial
Intelligence, not peer-reviewed, 2023

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4375283
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4375283


Computer programming with GitHub Copilot

GitHub Research Blog, 2022

https://github.blog/2022-09-07-research-quantifying-github-copilots-impact-on-developer-productivity-and-happiness/


We need more human skills and more technology



Bloom - The 2 sigma problem

Bloom, The 2 sigma problem: The search for methods of group instruction as effective as
one-to-one tutoring, 1984
Sal Khan, TED talk, 2023

https://journals.sagepub.com/doi/pdf/10.3102/0013189X013006004?casa_token=pMTG53ZuHIsAAAAA:cbzu13oIKIW2N2HN9CYWrzX820AEoBwG9TXT4P1LrLzwrioZ66NipfC5Wpqqj5miq5HA8Ztyt7WNaA
https://journals.sagepub.com/doi/pdf/10.3102/0013189X013006004?casa_token=pMTG53ZuHIsAAAAA:cbzu13oIKIW2N2HN9CYWrzX820AEoBwG9TXT4P1LrLzwrioZ66NipfC5Wpqqj5miq5HA8Ztyt7WNaA
https://www.ted.com/talks/sal_khan_the_amazing_ai_super_tutor_for_students_and_teachers/c


BingChat - your next 24/7 school tutor?

Mollick and Mollick, Assigning AI: Seven Approaches for Students, with Prompts, 2023

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4475995


Raffle Chat



Raffle Chat


